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• The frequency-balancing formula is changed into a mask-filtering problem in the 
frequency domain. This mask filter is defined as spectral pooling filter (SPF).

• Context is aggregated with multiple spectral pooling gates (SPGs).
• Query and context are modulated by the Hadamard product.

• Background: Self-attention acts like a low-pass filter (unlike convolution), and the 
enhanced high-pass filtering capabilities help improve model performance.

• Observation: Better low-pass filtering in convolution operations also can improve 
performance.

• Hypothesis: An ideal token mixer, optimizing the balance of high- and low-
frequency features, can enhance model performance.

1. SPANet

• A new token mixer called SPAM (spectral pooling aggregation modulation) can 
balance high/low-frequency components of visual features.

• Building SPANets with SPAM block based on MetaFormer baseline.

SPANet architecture and details of SPAM block
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Mask filtering in the frequency domain

Methodology

2. SPAM        , The Token Mixer

Introduction
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Aggregated Context

Object Detection / Instance Segmentation on COCO

Image Classification on ImageNet-1K Semantic Segmentation on ADE20K

Experiments

• Performance improvements by adjusting spectral filtering capabilities of 
token mixers.

• SPAM optimizes high/low-frequency component balance.

• SoTA on image classification and semantic segmentation, and competitive 
results for object detection and instance segmentation.


